Assess Sleep Stage via Jump-Diffusion Processes
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ABSTRACT MODEL CLASSIFICATION VIA HMM

Objective Given a signal O1A2 (or O2A1), let y(t) = @ @ @O """"" @ """ trix: V 5,5 € { Awake,REM,N1,N2,N3},
To identify sleep stages by using EEG signals (O1A2 [yt (t) y2(t) --- y™(t)], t € [0,T] (sec) be the ex- ZCOdebm@ e ] - o
and O2A1) recorded durine sleep. tracted features, which 1s assumed to be controlled b / n / n

) ° ’ an underlying process 6 and an unknown function f ’ Mq/ A /\%‘ /\ : p(s |s) = 211{53' = 8,841 = S | ;_:11{56 = s}
Method ;':;::‘:::t:* e ; = Jte= :
Difterent features are extracted from the EEG signals @@D @ 50 c e Emission matrix (b). V ¢ € B,
by the Synchrosqueezing transtorm. The dynamical B S e Prece) | Taingse | GEENN.L i i _ o

1 d -
features underlying EEG are modeled by a system of The components 0, ..., 0 are assumed to satisty

jump-diffusion processes, whose quadratic variation
was used to compute the Mahalanobis-like distance
between features extracted from two different time
slots. The similarity level among features 1s eval-

e create a cookbook B for the vector quantization: bs(c) = 211{33' = s,ej = cf 62_311{32 = s}

VQ . .
v; —> e; = arg minlv; —c|, j=1,...; N.
ceB

t
[ ai6)ds + WD) + T 1), t € 0,7,
0
- . o e compute and optimize the likelthood function
where a* is an unknown drift, W*(t) is a standard

Brownian motion and J*(t) is a pure jump process.

uvated by the diffusion distance and map. Instead The self-product J}“ J; of the Jacobian matrix of f

of using the kernel .support VeCth machine (SVM) can be estimated by the quadratic variation process
or the K-nearest neighbors algorithm (KNN) to do 'y, y](-) of y through

the classification, the hidden Markov model (HMM) .
1s applied to predict the sleep stage based on the i, yk](t) = / {[Jf(e(S))]T[Jf(Q(S))}}. ds
alternating diffusion map of features. To prevent 0 Ik

over-fitting, we randomly (25 times) partition the + 2 [yj (8) = vy (3_)}[%(3)_%(5_)]-

GN,Sn — Sn)

e Use the training set to estimate the transition ma- P(Sni1 = Sni1,.-, SN = SN|€ni1y e,

RESULTS
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e For each subject, 20% sleep

+ SVM-predicted S period 1s randomly selected

« KNN-predicted SS

Ny .

/ \ \ //\ | " . —— as the testing set.

, W N e The accuracy of HMM
i | — 222 . W . 2O (74%) 1s better than SVM
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average prediction accuracy (%)

data into the training dataset (80%) and the connected eest

validation dataset (20%) and report the averaged result. Atter knowing how to deal with the jump-related term, |\ * (65%) and KNN (72%) aver-
Results 16(6) — 6(s)113 | el ™ S agely

30 subjects were recruited to test the performance of 2 —y ()] [T O T O] Ly (t) — y(s)]" A :;—HMjoavemg;mm | e . em o B e The prediction. of sleep
the algorithm. 15 features were extracted from each R, — = ) stages by HMM 1s more sta-
5-second window. The dynamic of features is success- y ()] [T (0N T (0(s)] "y (1) —y(s)] . o o o ble than KNN and SVM.

fully modeled by jump-diffusion processes. The result

1S comparable to human expert classification. The

classification of awake, REM, N1, N2 and N3 sleep DISCUSSION

stages bas;:fg/on HMNé ;};SP'TE Vl\l\/i[ ) hainhh.e overall DIFFUSION MAP © (DM) J @ bds,ﬁ“””“ o6l Puo P o6 sz \‘ mal sleep stage transition 1s reasonable and 1t can
accuracy 74% (resp. 0). The Mann- Itney test The underlying factors {6(¢;)}Y, C R? are viewed Extragmpe, @ R o0 brings positive effects on the subsequent classifi-
confirms that the performance of HMM classification ssec Vi : 5 | B __extroctfeaturepdr .
. as the vertices of an edge- We1ghted graph G. On B - cation work.
1s better than that of the kernel SVM. A . 3 Fid 35 il ¢ B . .
G, we construct a Markov chain with transition ma- B £% "5z =i &2 : L e More features will be taken into account. Cur-
o g g E ° .
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8-hours abdominal motion signal

Conclusion trix P € RY*N by row normalizing the affin- I - rently, 15 features were extracted from each 5-
This study demonstrates the capability of using EEG 1ty/similarity matrix K: P = DK, D = e e R second window. The ad-hoc method, 1.e., the
signals to discern sleep stages automatically. - Classification by g

r SVM or HMM

e/ Diffsion (AD) Map - threshold policy, 1s applied to i1dentify whether
abnormal jumps occur. The corresponding per-
formance 1s comparable to the model free ap-
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